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Macro Tree Transducers [Eng80]

data Term = Term ⊗ Term | Term ⊕ Term | A | B

data Ins = Mul Ins | Add Ins | LoadA Ins | LoadB Ins | Nil

data Nat = Succ Nat | Zero

pre :: Term → Ins → Ins

pre (x1 ⊗ x2) y = Mul (pre x1 (pre x2 y))

pre (x1 ⊕ x2) y = Add (pre x1 (pre x2 y))

pre A y = LoadA y

pre B y = LoadB y

pre

⊗

A ⊕

B A

Nil
⇒

Mul

pre

A pre

⊕

B A

Nil

⇒

Mul

LoadA

pre

⊕

B A

Nil

⇒3

Mul

LoadA

Add

LoadB

LoadA

Nil

ops :: Ins → Nat

ops (Mul x) = Succ (ops x)

ops (Add x) = Succ (ops x)

ops (LoadA x) = ops x

ops (LoadB x) = ops x

ops Nil = Zero
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Intermediate Results

ops

pre

⊗

A ⊕

B A

Nil ⇒5 �� �

ops

Mul

LoadA

Add

LoadB

LoadA

Nil

⇒6� ��

Succ

Succ

Zero

Inefficient !
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Tree Transducer Composition [EV85]: Example

preops

⊗

x1 x2

yops =

ops

Mul

pre

x1 pre

x2 y

⇒

Succ

ops

pre

x1 pre

x2 y

⇒

Succ

preops

x1 ops

pre

x2 y

⇒

Succ

preops

x1 preops

x2 ops

y

⇒

Succ

preops

x1 preops

x2 yops

Replace occurrences of (ops (pre t Nil)) by (preops t (ops Nil)).
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Transformed Program:

preops :: Term → Nat → Nat

preops (x1 ⊗ x2) yops = Succ (preops x1 (preops x2 yops))

preops (x1 ⊕ x2) yops = Succ (preops x1 (preops x2 yops))

preops A yops = yops

preops B yops = yops

preops

⊗

A ⊕

B A

Zero
⇒

Succ

preops

A preops

⊕

B A

Zero

⇒

Succ

preops

⊕

B A

Zero
⇒3

Succ

Succ

Zero

No intermediate result is produced !

Transformed program requires fewer reduction steps !
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Formal Efficiency Analysis

should be:

• with respect to call-by-need reduction steps

• input-independent

• based on original program before transformation
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Ticking of Producer:

pre
�

(x1 ⊗ x2) y = � (Mul (pre
�

x1 (pre
�

x2 y)))

pre
�

(x1 ⊕ x2) y = � (Add (pre
�

x1 (pre
�

x2 y)))

pre
�

A y = � (LoadA y)

pre
�

B y = � (LoadB y)

pre
�

⊗

A ⊕

B A

Nil
⇒

�

Mul

pre
�

A pre
�

⊕

B A

Nil

⇒

�

Mul

�

LoadA

pre
�

⊕

B A

Nil

⇒3

�

Mul

�

LoadA

�

Add

�

LoadB

�

LoadA

Nil
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Ticking of Consumer:

ops
�

(Mul x) = • (Succ (ops
�

x))

ops
�

(Add x) = • (Succ (ops
�

x))

ops
�

(LoadA x) = • (ops
�

x)

ops
�

(LoadB x) = • (ops
�

x)

ops
�

Nil = • Zero

ops
�

(� x1) = • (ops
�

x1)

ops
�

�

Mul

�

LoadA

�

Add

�

LoadB

�

LoadA

Nil

⇒

•

ops
�

Mul

�

LoadA

�

Add

�

LoadB

�

LoadA

Nil

⇒

•
•

Succ

ops
�

�

LoadA

�

Add

�

LoadB

�

LoadA

Nil

⇒9

•
•

Succ

•
•
•
•

Succ

•
•
•
•
•

Zero
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Steps of Original Program Reflected in Output (Lemma 2)

The number of •-symbols in the reduction result of:
ops

�

pre

�

⊗

A ⊕

B A

Nil

is equal to the number of call-by-need reduction steps of:

ops

pre

⊗

A ⊕

B A

Nil ⇒

�

Succ

Succ

Zero
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Ticking of Composed Program:

preops

�

(x1 ⊗ x2) yops = ◦ (Succ (preops

�

x1 (preops

�

x2 yops)))

preops

�

(x1 ⊕ x2) yops = ◦ (Succ (preops

�

x1 (preops
�

x2 yops)))

preops

�

A yops = ◦ yops

preops

�

B yops = ◦ yops

preops

�

⊗

A ⊕

B A

Zero
⇒

◦

Succ

preops

�
A preops

�

⊕

B A

Zero

⇒

◦

Succ

◦

preops

�

⊕

B A

Zero

⇒3

◦

Succ

◦
◦

Succ

◦
◦

Zero
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Annotation through Composition (Lemma 4)

pre

�

(x1 ⊗ x2) y = � (Mul (pre

�

x1 (pre

�

x2 y)))

pre

�

(x1 ⊕ x2) y = � (Add (pre

�

x1 (pre

�

x2 y)))

pre

�

A y = � (LoadA y)

pre

�

B y = � (LoadB y)

ops

� �

(Mul x) = Succ (ops

� �

x)

ops

� �

(Add x) = Succ (ops

� �

x)

ops

� �

(LoadA x) = ops

� �

x

ops

� �

(LoadB x) = ops

� �

x

ops

� �

Nil = Zero

ops

� �

(� x1) = ◦ (ops
� �

x1)

composed into:

pre

�

ops

� �

(x1 ⊗ x2) yops

� � = ◦ (Succ (pre

�

ops

� �

x1 (pre

�

ops

� �

x2 yops

� � )))

pre

�

ops

� �

(x1 ⊕ x2) yops

� � = ◦ (Succ (pre

�

ops

� �

x1 (pre

�

ops

� �

x2 yops

� � )))

pre

�

ops

� �

A yops
� � = ◦ yops

� �

pre

�

ops

� �

B yops

� � = ◦ yops

� �
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Steps of Composed Program Reflected in Output (Lemma 5)

The number of ◦-symbols in the reduction result of:

ops

� �

pre

�

⊗

A ⊕

B A

Nil

is greater or equal to the number of call-by-need reduction steps

of:
preops

⊗

A ⊕

B A

Zero

⇒

�

Succ

Succ

Zero
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Compare Annotated Programs:

pre

�

(x1 ⊗ x2) y = � (Mul (pre

�

x1 (pre

�

x2 y)))

pre

�

(x1 ⊕ x2) y = � (Add (pre

�

x1 (pre

�

x2 y)))

pre

�

A y = � (LoadA y)

pre

�

B y = � (LoadB y)

ops

�

(Mul x) = • (Succ (ops

�

x))

ops

�

(Add x) = • (Succ (ops

�

x))

ops

�

(LoadA x) = • (ops

�

x)

ops

�

(LoadB x) = • (ops

�

x)

ops

�

Nil = • Zero

ops

�

(� x1) = • (ops

�

x1)

ops

� �

(Mul x) = Succ (ops

� �

x)

ops
� �

(Add x) = Succ (ops

� �

x)

ops
� �

(LoadA x) = ops

� �

x

ops

� �

(LoadB x) = ops

� �

x

ops

� �

Nil = Zero

ops

� �

(� x1) = ◦ (ops

� �

x1)

Always more •- than ◦-symbols !
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Abstracting from the Example (Theorem 1)

The composed program is at least as efficient as the original

program, provided that:

1. the producer is context-linear or basic

2. the consumer is recursion-linear

3. the consumer is context-linear or basic
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Further Results:

• Weaker pre-conditions by counting only steps of the con-

sumer (Lemma 3, Lemma 6, Lemma 7, Theorem 2)

• Application to special cases of classical deforestation [Wad90]

(Corollary 1)

• Analysis technique scales for the case that both involved

transducers use context parameters [VK01]; work in progress
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