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For example:

```
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Observations:

- Even when we in principle "know" what the free theorem is, we have to go through these steps.
- We have no guarantee that we will end up with a nice enough statement (depends on the massage/simplification heuristics).
- Depending on what language we are actually interested in, there will be deviations in the relation unfolding definitions, hence also in the derivations.
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e\left[\tau_{1} / \alpha, i d_{\tau_{1}} / \text { pre }, g / \text { post }\right]=e\left[\tau_{2} / \alpha, g / \text { pre }, i d_{\tau_{2}} / \text { post }\right] \tag{*}
\end{equation*}
$$

- How could such an e look like?

For example $e=\lambda x s \rightarrow$ map post $(f($ map pre $x s))$ with $f::[\alpha] \rightarrow[\alpha]$.

- Why is this interesting?

Because in this case, $(*)$ specializes to
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$$
\begin{aligned}
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$\ldots$ in the sense that $e=$ mono $_{\text {pre, post }}(\sigma) f$ is the term we seek if $f$ has polymorphic type $\sigma$.

In other words, given $f:: \sigma$, we now generate the free theorem

$$
\text { mono }_{i d, g}(\sigma) f=\text { mono }_{g, i d}(\sigma) f
$$

## ... and doing deterministic Simplifications

Well, actually, we generate

$$
\left\lfloor\text { mono }_{i d, g}(\sigma) f\right\rfloor=\left\lfloor\text { mono }_{g, i d}(\sigma) f\right\rfloor
$$

where:

$$
\begin{array}{ll}
\lfloor\text { id } t\rfloor & =t \\
\lfloor\text { map } f\rfloor & =\operatorname{map}(\lambda v \rightarrow\lfloor f v\rfloor) t \\
\lfloor\text { fmap } f t\rfloor & \\
\lfloor(\lambda h \rightarrow \text { body }(\lambda v \rightarrow\lfloor f v v\rfloor) t \\
\lfloor(\lambda b \rightarrow\lfloor\operatorname{body}[t / h] v\rfloor \\
\lfloor(f \circ g) t\rfloor & \\
\lfloor f t\rfloor\lfloor g t\rfloor\rfloor \\
\lfloor f t\rfloor & =f t
\end{array}
$$

## ... and doing deterministic Simplifications

Well, actually, we generate

$$
\left\lfloor\text { mono }_{i d, g}(\sigma) f\right\rfloor=\left\lfloor\text { mono }_{g, i d}(\sigma) f\right\rfloor
$$

where:

$$
\begin{array}{ll}
\lfloor\text { id } t\rfloor & =t \\
\lfloor\text { map } f t\rfloor & =\operatorname{map}(\lambda v \rightarrow\lfloor f v\rfloor) t \\
\lfloor\text { fmap } f t\rfloor & =f \operatorname{map}(\lambda v \rightarrow\lfloor f v v\rfloor) t \\
\lfloor(\lambda h \rightarrow \text { body }) t\rfloor & =\lambda v \rightarrow\lfloor\operatorname{body}[t / h] v\rfloor \\
\lfloor(f \circ g) t\rfloor & \\
\lfloor f\lfloor\lfloor\lfloor t\rfloor\rfloor \\
\lfloor f t\rfloor & =f t
\end{array}
$$

Thanks to the types used for syntax in the implementation, and GHC's exhaustiveness checker, we know that this simple recursive definition cannot accidentally skip any simplification opportunities.
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## When it "doesn't work"

For types like $f::(\alpha \rightarrow \alpha) \rightarrow(\alpha \rightarrow \alpha)$ we lose some generality. The general free theorem would be:

$$
(g \circ h=k \circ g) \Rightarrow(g \circ f h=f k \circ g)
$$

We instead generate:

$$
g \circ f(p \circ g)=f(g \circ p) \circ g
$$

Why? And what does "like" mean above?
In a nutshell, "because" of: $\left(\alpha^{+} \rightarrow \alpha^{-}\right)^{-} \rightarrow\left(\alpha^{-} \rightarrow \alpha^{+}\right)^{+}$

## References

嗇 J.C. Reynolds.
Types, abstraction and parametric polymorphism.
In Information Processing, Proceedings, pages 513-523.
Elsevier, 1983.
E P. Wadler.
Theorems for free!
In Functional Programming Languages and Computer
Architecture, Proceedings, pages 347-359. ACM Press, 1989.

