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\operatorname{map} f(a: a s) & =(f a):(\operatorname{map} f a s)
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## Another Example
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## Why, Intuitively

- $\mathrm{g}::(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$ must work uniformly for every instantiation of $\alpha$.
- The output list can only contain elements from the input list $I$.
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- $(\mathrm{g} p(\operatorname{map} f /))$ is equivalent to $(\operatorname{map} f(\mathrm{~g}(p \circ f) I))$.
- That is what was claimed!


## Automatic Generation of Free Theorems

## At http://linux.tcs.inf.tu-dresden.de/~voigt/ft:

This tool allows to generate free theorems for sublanguages of Haskell as described here.
The source code of the underlying library and a shell-based application using it is available here and here.

Please enter a (polymorphic) type, e.g. "(a -> Bool) -> [a] -> [a]" or simply "filter":
|g :: (a -> Bool) -> [a] -> [a]
Please choose a sublanguage of Haskell:

- no bottoms (hence no general recursion and no selective strictness)
© general recursion but no selective strictness
$\bullet$ general recursion and selective strictness
Please choose a theorem style (without effect in the sublanguage with no bottoms):
- equational
$\odot$ inequational
Generate


## Automatic Generation of Free Theorems

## The theorem generated for functions of the type

```
g :: forall a . (a -> Bool) -> [a] -> [a]
```

in the sublanguage of Haskell with no bottoms is:

```
forall t1,t2 in TYPES, R in REL(t1,t2).
    forall p :: t1 -> Bool.
    forall q :: t2 -> Bool.
        (forall (x, y) in R. p x = q y)
        ==> (forall (z, v) in lift{[]}(R).
            (g p z,g q v) in lift{[]}(R))
```

The structural lifting occurring therein is defined as follows:

```
lift{[]}(R)
    ={([], [])}
    u {(x: xs, y : ys) |
        ((x, y) in R) && ((xs, ys) in lift{[]}(R))}
```

Reducing all permissible relation variables to functions yields:

```
forall t1,t2 in TYPES, f :: t1 -> t2.
    forall p :: t1 -> Bool.
        forall q :: t2 -> Bool.
        (forall x :: tl. p x = q (f x))
        ==> (forall y :: [tl]. map f (g p y) =g q (map f y))
```
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[Stenger \& V., TR] : taking imprecise error semantics into account
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## Errors in Haskell

- let average $I=\operatorname{div}($ sum $/$ ) (length $/$ ) in average []
- let tail $(a: a s)=a s$ in tail []
- if ... then error "some string" else ...
- let loop = loop in loop

Traditionally, all error causes subsumed under $\perp$.
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Ok v : nonerroneous
Bad "..." : finitely failing
$\perp$ : nonterminating
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## Impact on Program Equivalence

Because:
takeWhile (nullotail) (error s) $\rightsquigarrow B$ ad $\{s$, "empty list" $\}$ while:

$$
\text { takeWhile null (map tail (error s)) } \rightsquigarrow B a d\{s\}
$$

Thus:

$$
\begin{gathered}
\text { takeWhile null (map tail (error s)) } \\
\neq \\
\text { map tail (takeWhile (null otail) (error s)) }
\end{gathered}
$$

Now, imagine this in the following program context:

$$
\begin{aligned}
& \text { catchJust errorCalls (evaluate } \cdots \text { ) } \\
& \qquad \begin{array}{r}
(\lambda s \rightarrow \text { if } s==\text { "empty list" } \\
\text { then return [[42]] } \\
\text { else return []) }
\end{array}
\end{aligned}
$$
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## ...Application to takeWhile

For every g :: $(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$,

$$
\operatorname{g} p(\operatorname{map} f I)=\operatorname{map} f(g(p \circ f) I)
$$

provided

- $p$ and $f$ are nonerroneous,
- $f \perp=\perp$,
- $f$ acts as identity on erroneous values, and
- $f$ maps nonerroneous values to nonerroneous values.
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## Summary and Outlook

Types:

- constrain the behaviour of programs
- thus lead to interesting theorems about programs
- combine well with algebraic techniques, equational reasoning

On the programming language side:

- push towards full programming languages
- strive for more expressive type systems

On the practical side:

- efficiency-improving program transformations
- applications in specific domains
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