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## Haskell Example:

filter $:: \forall \alpha .(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$
filter $p$ [] $=[]$
filter $p(x: x s)=$ if $p x$ then $x$ : filter $p \times s$ else filter $p$ xs

## Haskell Example:

$$
\begin{aligned}
\text { filter }:: \forall \alpha .(\alpha & \rightarrow \text { Bool }) \rightarrow[\alpha] \rightarrow[\alpha] \\
\text { filter } p[] & =[] \\
\text { filter } p(x: x s) & =\text { if } p \times \text { then } x: \text { filter } p \times s \\
& \text { else filter } p \times s
\end{aligned}
$$

Claim:

$$
\begin{equation*}
\text { filter } p(\operatorname{map} h l)=\operatorname{map} h(\text { filter }(p \circ h) l) \tag{1}
\end{equation*}
$$

Can be proved by induction on $I$, using the definition of filter.

## Haskell Example: Theorems for free! [Wadler 1989]

filter $:: \forall \alpha .(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$
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Where is the magic? Where is the induction?
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- The output list can only contain elements from the input list $l$.
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- That is what we wanted to prove!
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- To prevent this, compare/relate

$$
\begin{aligned}
& (g \mathbb{B}): \mathbb{B} \times \mathbb{B} \rightarrow \mathbb{B} \text { and } \\
& (g \mathbb{N}): \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N},
\end{aligned}
$$

ensuring that they "behave identically".
But how?
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\begin{aligned}
& g \mathbb{B}(x, y)=\operatorname{not} x \\
& g \mathbb{N}(x, y)=y+1
\end{aligned}
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are not related if we choose, e.g., $\mathcal{R}=\{($ True, 1$)\}$.
Reynolds: $g \in \llbracket \forall \alpha . \tau \rrbracket_{\theta}$ only if for every $S_{1}, S_{2}, \mathcal{R} \subseteq S_{1} \times S_{2}$, ( $g S_{1}$ ) is related to $\left(g S_{2}\right)$ by the "propagation" of $\mathcal{R}$ according to $\tau$.
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Given $\tau$ and environments $\theta_{1}, \theta_{2}, \rho$ with $\rho(\alpha) \subseteq \theta_{1}(\alpha) \times \theta_{2}(\alpha)$, define $\Delta_{\tau, \rho} \subseteq \llbracket \tau \rrbracket_{\theta_{1}} \times \llbracket \tau \rrbracket_{\theta_{2}}$ as follows:
$\Delta_{\alpha, \rho}=\rho(\alpha)$

## Parametricity Theorem [Reynolds 1983, Wadler 1989]

Given $\tau$ and environments $\theta_{1}, \theta_{2}, \rho$ with $\rho(\alpha) \subseteq \theta_{1}(\alpha) \times \theta_{2}(\alpha)$, define $\Delta_{\tau, \rho} \subseteq \llbracket \tau \rrbracket_{\theta_{1}} \times \llbracket \tau \rrbracket_{\theta_{2}}$ as follows:

$$
\begin{aligned}
& \Delta_{\alpha, \rho}=\rho(\alpha) \\
& \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}=\left\{\left(f_{1}, f_{2}\right) \mid \forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} .\left(f_{1} a_{1}, f_{2} a_{2}\right) \in \Delta_{\tau_{2}, \rho}\right\}
\end{aligned}
$$

## Parametricity Theorem [Reynolds 1983, Wadler 1989]

Given $\tau$ and environments $\theta_{1}, \theta_{2}, \rho$ with $\rho(\alpha) \subseteq \theta_{1}(\alpha) \times \theta_{2}(\alpha)$, define $\Delta_{\tau, \rho} \subseteq \llbracket \tau \rrbracket_{\theta_{1}} \times \llbracket \tau \rrbracket_{\theta_{2}}$ as follows:

$$
\begin{aligned}
& \Delta_{\alpha, \rho}=\rho(\alpha) \\
& \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}=\left\{\left(f_{1}, f_{2}\right) \mid \forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho .} .\left(f_{1} a_{1}, f_{2} a_{2}\right) \in \Delta_{\tau_{2}, \rho}\right\} \\
& \Delta_{\forall \alpha \cdot \tau, \rho}=\left\{\left(g_{1}, g_{2}\right) \mid \forall \mathcal{R} \subseteq S_{1} \times S_{2} .\left(g_{1} S_{1}, g_{2} S_{2}\right) \in \Delta_{\tau, \rho[\alpha \mapsto \mathcal{R}]}\right\}
\end{aligned}
$$

## Parametricity Theorem [Reynolds 1983, Wadler 1989]

Given $\tau$ and environments $\theta_{1}, \theta_{2}, \rho$ with $\rho(\alpha) \subseteq \theta_{1}(\alpha) \times \theta_{2}(\alpha)$, define $\Delta_{\tau, \rho} \subseteq \llbracket \tau \rrbracket_{\theta_{1}} \times \llbracket \tau \rrbracket_{\theta_{2}}$ as follows:

$$
\begin{aligned}
& \Delta_{\alpha, \rho}=\rho(\alpha) \\
& \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}=\left\{\left(f_{1}, f_{2}\right) \mid \forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} .\left(f_{1} a_{1}, f_{2} a_{2}\right) \in \Delta_{\tau_{2}, \rho}\right\} \\
& \Delta_{\forall \alpha \cdot \tau, \rho}=\left\{\left(g_{1}, g_{2}\right) \mid \forall \mathcal{R} \subseteq S_{1} \times S_{2} .\left(g_{1} S_{1}, g_{2} S_{2}\right) \in \Delta_{\tau, \rho[\alpha \mapsto \mathcal{R}]}\right\}
\end{aligned}
$$

Then, for every closed term $t$ of closed type $\tau$ :

$$
\left(\llbracket t \rrbracket_{\emptyset, \emptyset,}, \llbracket t \rrbracket_{\emptyset, \emptyset}\right) \in \Delta_{\tau, \emptyset} .
$$

## Proof Sketch

Prove the following more general statement:

$$
\Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho},
$$ provided $\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho}$ for every $x: \tau^{\prime}$ in $\Gamma$ by induction on the structure of typing derivations.

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}, \\
& \text { provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate.

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\left.\theta_{1}, \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho},}^{\text {provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma}\right.
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\frac{\Gamma, x: \tau_{1} \vdash t: \tau_{2}}{\Gamma \vdash\left(\lambda x: \tau_{1} \cdot t\right): \tau_{1} \rightarrow \tau_{2}}
$$

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\left.\theta_{1}, \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho},}^{\text {provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma}\right.
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\frac{\Gamma, x: \tau_{1} \vdash t: \tau_{2}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}}
$$

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\left.\theta_{1}, \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho},}^{\text {provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma}\right.
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho \cdot} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}}
$$

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\left.\theta_{1}, \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho},}^{\text {provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma}\right.
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\begin{gathered}
\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho \cdot}\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho} \\
\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \\
\frac{\Gamma \vdash t: \tau_{1} \rightarrow \tau_{2} \quad \Gamma \vdash u: \tau_{1}}{\Gamma \vdash(t u): \tau_{2}}
\end{gathered}
$$

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}, \\
& \text { provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\begin{gathered}
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
\frac{\Gamma \vdash t: \tau_{1} \rightarrow \tau_{2} \quad \Gamma \vdash u: \tau_{1}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}}
\end{gathered}
$$

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}, \\
& \text { provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\begin{gathered}
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
\frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}}
\end{gathered}
$$

## Proof Sketch

Prove the following more general statement:

$$
\begin{aligned}
& \Gamma \vdash t: \tau \text { implies }\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}, \\
& \text { provided }\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho} \text { for every } x: \tau^{\prime} \text { in } \Gamma
\end{aligned}
$$

by induction on the structure of typing derivations.
The base case is immediate. In the step cases:

$$
\begin{aligned}
& \forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} .\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho} \\
& \left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \\
& \frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}} \\
& \frac{\alpha, \Gamma \vdash t: \tau}{\Gamma \vdash(\Lambda \alpha . t): \forall \alpha . \tau}
\end{aligned}
$$

Proof Sketch
Prove the following more general statement:
$\Gamma \vdash t: \tau$ implies $\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}$, provided $\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho}$ for every $x: \tau^{\prime}$ in $\Gamma$ by induction on the structure of typing derivations. The base case is immediate. In the step cases:

$$
\begin{gathered}
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho \cdot} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
\frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}} \\
\frac{\alpha, \Gamma \vdash t: \tau}{\left(\llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\forall \alpha \cdot \tau, \rho}}
\end{gathered}
$$

Proof Sketch
Prove the following more general statement:
$\Gamma \vdash t: \tau$ implies $\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}$, provided $\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho}$ for every $x: \tau^{\prime}$ in $\Gamma$ by induction on the structure of typing derivations. The base case is immediate. In the step cases:

$$
\begin{aligned}
& \frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} .\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1}, t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1}, t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
& \frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}} \\
& \forall \mathcal{R} \subseteq S_{1} \times S_{2} .\left(\llbracket t \rrbracket_{\theta_{1}\left[\alpha \mapsto S_{1}\right], \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}\left[\alpha \mapsto S_{2}\right], \sigma_{2}}\right) \in \Delta_{\tau, \rho[\alpha \mapsto \mathcal{R}]} \\
& \left(\llbracket \Lambda \alpha, t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\forall \alpha . \tau, \rho}
\end{aligned}
$$

Proof Sketch
Prove the following more general statement:
$\Gamma \vdash t: \tau$ implies $\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}$, provided $\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho}$ for every $x: \tau^{\prime}$ in $\Gamma$ by induction on the structure of typing derivations. The base case is immediate. In the step cases:

$$
\begin{gathered}
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}, \llbracket}, \llbracket x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
\frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1},}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}} \\
\forall \mathcal{R} \subseteq S_{1} \times S_{2} \cdot\left(\llbracket t \rrbracket_{\left.\theta_{1}\left[\alpha \leftrightarrow s_{1}\right], \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}\left[\alpha \mapsto S_{2}\right], \sigma_{2}}\right) \in \Delta_{\tau, \rho[\alpha \mapsto \mathcal{R}]}}^{\left(\llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\forall \alpha \cdot \tau, \rho}}\right. \\
\frac{\Gamma \vdash t: \forall \alpha \cdot \tau}{\Gamma \vdash\left(t \tau^{\prime}\right): \tau\left[\tau^{\prime} / \alpha\right]}
\end{gathered}
$$

Proof Sketch
Prove the following more general statement:
$\Gamma \vdash t: \tau$ implies $\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}$, provided $\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho}$ for every $x: \tau^{\prime}$ in $\Gamma$ by induction on the structure of typing derivations. The base case is immediate. In the step cases:

$$
\begin{gathered}
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho \cdot} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
\frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}} \\
\forall \mathcal{R} \subseteq S_{1} \times S_{2 \cdot} \cdot\left(\llbracket t \rrbracket_{\left.\theta_{1}\left[\alpha \mapsto S_{1}\right], \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}\left[\alpha \mapsto S_{2}\right], \sigma_{2}}\right) \in \Delta_{\tau, \rho[\alpha \mapsto \mathcal{R}]}}^{\left(\llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\forall \alpha \cdot \tau, \rho}}\right. \\
\frac{\Gamma \vdash t: \forall \alpha \cdot \tau}{\left(\llbracket t \tau^{\prime} \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \tau^{\prime} \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau\left[\tau^{\prime} / \alpha\right], \rho}}
\end{gathered}
$$

Proof Sketch
Prove the following more general statement:
$\Gamma \vdash t: \tau$ implies $\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau, \rho}$, provided $\left(\sigma_{1}(x), \sigma_{2}(x)\right) \in \Delta_{\tau^{\prime}, \rho}$ for every $x: \tau^{\prime}$ in $\Gamma$ by induction on the structure of typing derivations. The base case is immediate. In the step cases:

$$
\begin{gathered}
\frac{\forall\left(a_{1}, a_{2}\right) \in \Delta_{\tau_{1}, \rho} \cdot\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}\left[x \mapsto a_{1}\right]}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}\left[x \mapsto a_{2}\right]}\right) \in \Delta_{\tau_{2}, \rho}}{\left(\llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \lambda x: \tau_{1} \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho}} \\
\frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1},}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1} \rightarrow \tau_{2}, \rho} \quad\left(\llbracket u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{1}, \rho}}{\left(\llbracket t u \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t u \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau_{2}, \rho}} \\
\forall \mathcal{R} \subseteq S_{1} \times S_{2 \cdot} \cdot\left(\llbracket t \rrbracket_{\left.\theta_{1}\left[\alpha \mapsto S_{1}\right], \sigma_{1}, \llbracket t \rrbracket_{\theta_{2}\left[\alpha \mapsto S_{2}\right], \sigma_{2}}\right) \in \Delta_{\tau, \rho[\alpha \mapsto \mathcal{R}]}}^{\left(\llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket \Lambda \alpha \cdot t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\forall \alpha \cdot \tau, \rho}}\right. \\
\frac{\left(\llbracket t \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\forall \alpha . \tau, \rho}}{\left(\llbracket t \tau^{\prime} \rrbracket_{\theta_{1}, \sigma_{1}}, \llbracket t \tau^{\prime} \rrbracket_{\theta_{2}, \sigma_{2}}\right) \in \Delta_{\tau\left[\tau^{\prime} / \alpha\right], \rho}}
\end{gathered}
$$

## Adding Datatypes

Types: $\tau:=\cdots \mid$ Bool $\mid[\tau]$
Terms: $t:=\cdots \mid$ True $\mid$ False $\left|[]_{\tau}\right| t: t \mid$ case $t$ of $\{\cdots\}$

## Adding Datatypes

Types: $\tau:=\cdots \mid$ Boo $\mid[\tau]$
Terms: $t:=\cdots \mid$ True $\mid$ False $\left|[]_{\tau}\right| t: t \mid$ case $t$ of $\{\cdots\}$
$\Gamma \vdash$ True: Sol , $\Gamma \vdash$ False: Sol , $\Gamma \vdash[]_{\tau}:[\tau]$

$$
\begin{gathered}
\frac{\Gamma \vdash t: \tau \quad \Gamma \vdash u:[\tau]}{\Gamma \vdash(t: u):[\tau]} \\
\frac{\Gamma \vdash t: \text { Bool } \quad \Gamma \vdash u: \tau \quad \Gamma \vdash v: \tau}{\Gamma \vdash(\text { case } t \text { of }\{\text { True } \rightarrow u ; \text { False } \rightarrow v\}): \tau} \\
\frac{\Gamma \vdash t:\left[\tau^{\prime}\right] \quad \Gamma \vdash u: \tau \quad \Gamma, x_{1}: \tau^{\prime}, x_{2}:\left[\tau^{\prime}\right] \vdash v: \tau}{\Gamma \vdash\left(\text { case } t \text { of }\left\{[] \rightarrow u ;\left(x_{1}: x_{2}\right) \rightarrow v\right\}\right): \tau}
\end{gathered}
$$

## Adding Datatypes

$$
\begin{gathered}
\text { Types: } \tau:=\cdots \mid \text { Bool } \mid[\tau] \\
\text { Terms: } t:=\cdots \mid \text { True } \mid \text { False }\left|[]_{\tau}\right| t: t \mid \text { case } t \text { of }\{\cdots\} \\
\Gamma \vdash \text { True }: \text { Bool }, \Gamma \vdash \text { False }: \text { Bool }, \Gamma \vdash[]_{\tau}:[\tau] \\
\frac{\Gamma \vdash t: \tau \quad \Gamma \vdash u:[\tau]}{\Gamma \vdash(t: u):[\tau]} \\
\frac{\Gamma \vdash t: \text { Bool } \quad \Gamma \vdash u: \tau \quad \Gamma \vdash v: \tau}{\Gamma \vdash(\text { case } t \text { of }\{\text { True } \rightarrow u ; \text { False } \rightarrow v\}): \tau} \\
\frac{\Gamma \vdash t:\left[\tau^{\prime}\right] \quad \Gamma \vdash u: \tau \quad \Gamma, x_{1}: \tau^{\prime}, x_{2}:\left[\tau^{\prime}\right] \vdash v: \tau}{\Gamma \vdash\left(\text { case } t \text { of }\left\{[] \rightarrow u ;\left(x_{1}: x_{2}\right) \rightarrow v\right\}\right): \tau}
\end{gathered}
$$

With the straightforward extension of term-semantics and with

$$
\begin{aligned}
\Delta_{\text {Bool }, \rho} & =\{(\text { True, True }),(\text { False, False })\} \\
\Delta_{[\tau], \rho} & =\left\{\left(\left[x_{1}, \ldots, x_{n}\right],\left[y_{1}, \ldots, y_{n}\right]\right) \mid n \geq 0,\left(x_{i}, y_{i}\right) \in \Delta_{\tau, \rho}\right\},
\end{aligned}
$$

the parametricity theorem still holds.
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## Adding General Recursion

$$
\begin{aligned}
& \text { Terms: } t:=\cdots \mid \text { fix } t \\
& \frac{\Gamma \vdash t: \tau \rightarrow \tau}{\Gamma \vdash(\text { fix } t): \tau}
\end{aligned}
$$

To provide semantics, types are interpreted as pointed complete partial orders now.

$$
\llbracket f i x t \rrbracket_{\theta, \sigma}=\bigsqcup_{i \geq 0}\left(\llbracket t \rrbracket_{\theta, \sigma}^{i} \perp\right) \text {. }
$$

The parametricity theorem still holds, provided all relations are strict and continuous.

## Back to Haskell

The original example

$$
\begin{aligned}
& \text { filter }:: \forall \alpha .(\alpha \rightarrow \text { Sol }) \rightarrow[\alpha] \rightarrow[\alpha] \\
& \text { filter } p[] \\
& \text { filter } p(x: x s)= \\
&
\end{aligned}
$$

has a "desugaring" in the extended calculus as follows:

$$
\begin{aligned}
& \text { fix }(\lambda f:(\forall \alpha .(\alpha \rightarrow B o o l) \rightarrow[\alpha] \rightarrow[\alpha]) \text {. } \\
& \Lambda \alpha . \lambda p:(\alpha \rightarrow \text { Biol }) . \lambda I:[\alpha] . \\
& \text { case I of }\left\{[] \quad \rightarrow[]_{\alpha}\right. \text {; } \\
& (x: x s) \rightarrow \text { case } p x \text { of } \\
& \{\text { True } \rightarrow x:(f \alpha p x s) ; \\
& \text { False } \rightarrow f \alpha p \times s\}\})
\end{aligned}
$$

## The Magic Dissolves

Given $g$ of type $\forall \alpha$. $(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$, by the parametricity theorem:

$$
(g, g) \in \Delta_{\forall \alpha .(\alpha \rightarrow B o o l) \rightarrow[\alpha] \rightarrow[\alpha], \emptyset}
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## The Magic Dissolves

Given $g$ of type $\forall \alpha .(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$, by the parametricity theorem:

$$
\begin{aligned}
& (g, g) \in \Delta_{\forall \alpha .(\alpha \rightarrow \text { Bool }) \rightarrow[\alpha] \rightarrow[\alpha], \emptyset} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel} .(g, g) \in \Delta_{(\alpha \rightarrow B o o l) \rightarrow[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}]} \cdot\left(g a_{1}, g a_{2}\right) \in \Delta_{[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}]},\left(l_{1}, l_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}] .} \\
& \left(g a_{1} I_{1}, g a_{2} I_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}]} \\
& \text { by definition of } \Delta
\end{aligned}
$$

## The Magic Dissolves

Given $g$ of type $\forall \alpha$. $(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$, by the parametricity theorem:

$$
\begin{aligned}
& (g, g) \in \Delta_{\forall \alpha .}(\alpha \rightarrow \text { Bool }) \rightarrow[\alpha] \rightarrow[\alpha], \emptyset \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel} .(g, g) \in \Delta_{(\alpha \rightarrow \text { Bool }) \rightarrow[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}]}\left(g a_{1}, g a_{2}\right) \in \Delta_{[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Re},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}]},\left(l_{1}, I_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}] .} \\
& \left(g a_{1} I_{1}, g a_{2} I_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto h]},\left(l_{1}, l_{2}\right) \in(\operatorname{map} h) . \\
& \left(g a_{1} l_{1}, g a_{2} I_{2}\right) \in(\operatorname{map} h) \\
& \text { by instantiating } \mathcal{R}=h \text { and realizing that } \Delta_{[\alpha],[\alpha \mapsto h]}=\operatorname{map} h
\end{aligned}
$$

for every function $h$

## The Magic Dissolves

Given $g$ of type $\forall \alpha$. $(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$, by the parametricity theorem:

$$
\begin{aligned}
& (g, g) \in \Delta_{\forall \alpha .}(\alpha \rightarrow B \circ o l) \rightarrow[\alpha] \rightarrow[\alpha], \emptyset \\
& \Rightarrow \forall \mathcal{R} \in \operatorname{Rel} .(g, g) \in \Delta_{(\alpha \rightarrow B o o l) \rightarrow[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
& \Rightarrow \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}]} .\left(\begin{array}{ll}
g & a_{1}, g \\
a_{2}
\end{array}\right) \in \Delta_{[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
& \Rightarrow \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow \text { Bool, }[\alpha \mapsto \mathcal{R}]},\left(l_{1}, l_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}]} . \\
& \left(g a_{1} l_{1}, g a_{2} l_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}]} \\
& \Rightarrow \forall\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow \text { Bool },[\alpha \mapsto h]},\left(l_{1}, l_{2}\right) \in(\operatorname{map} h) \text {. } \\
& \left(g a_{1} l_{1}, g a_{2} l_{2}\right) \in(\operatorname{map} h) \\
& \Rightarrow \forall\left(I_{1}, l_{2}\right) \in(\operatorname{map} h) .\left(g(p \circ h) I_{1}, g p I_{2}\right) \in(\operatorname{map} h) \\
& \text { by instantiating }\left(a_{1}, a_{2}\right)=(p \circ h, p) \in \Delta_{\alpha \rightarrow B \circ \circ,,[\alpha \mapsto h]}
\end{aligned}
$$

for every function $h$ and every $p$.

## The Magic Dissolves

Given $g$ of type $\forall \alpha$. $(\alpha \rightarrow$ Bool $) \rightarrow[\alpha] \rightarrow[\alpha]$, by the parametricity theorem:

$$
\begin{aligned}
& (g, g) \in \Delta_{\forall \alpha .}(\alpha \rightarrow \text { Bool }) \rightarrow[\alpha] \rightarrow[\alpha], \emptyset \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel} .(g, g) \in \Delta_{(\alpha \rightarrow B o o l) \rightarrow[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}]}\left(g a_{1}, g a_{2}\right) \in \Delta_{[\alpha] \rightarrow[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall \mathcal{R} \in \operatorname{Rel},\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto \mathcal{R}],},\left(l_{1}, I_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}] .} \\
& \left(g a_{1} I_{1}, g a_{2} I_{2}\right) \in \Delta_{[\alpha],[\alpha \mapsto \mathcal{R}]} \\
\Rightarrow & \forall\left(a_{1}, a_{2}\right) \in \Delta_{\alpha \rightarrow B o o l,[\alpha \mapsto h]},\left(l_{1}, I_{2}\right) \in(\operatorname{map} h) . \\
& \left(g a_{1} l_{1}, g a_{2} I_{2}\right) \in(\operatorname{map} h) \\
\Rightarrow & \forall\left(l_{1}, l_{2}\right) \in(\operatorname{map} h) .\left(g(p \circ h) I_{1}, g p I_{2}\right) \in(\operatorname{map} h)
\end{aligned}
$$

for every function $h$ and every $p$.
This is exactly the claim (1) for $g=$ filter!
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